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Abstract
The performance of visual speech recognition (VSR)

systems are significantly influenced by the accuracy of
the visual front-end. The current state-of-the-art VSR
systems use off-the-shelf face detectors such as Viola-
Jones (VJ) which has limited reliability for changes in
illumination and head poses. For a VSR system to per-
form well under these conditions, an accurate visual front
end is required. This is an important problem to be solved
in many practical implementations of audio visual speech
recognition systems, for example in automotive environ-
ments for an efficient human-vehicle computer interface.
In this paper, we re-examine the current state-of-the-art
VSR by comparing off-the-shelf face detectors with the
recently developed Fourier Lucas-Kanade (FLK) image
alignment technique. A variety of image alignment and
visual speech recognition experiments are performed on
a clean dataset as well as with a challenging automotive
audio-visual speech dataset. Our results indicate that the
FLK image alignment technique can significantly outper-
form off-the shelf face detectors, but requires frequent
fine-tuning.
Index Terms: Visual Front-ends, Viola-Jones, Fourier
Lucas-Kanade, Visual Speech Recognition

1. Introduction
A VSR system has to be able to locate and track the vis-
ible articulators which cause human speech. It is well
known that the majority of these visible articulators em-
anate from the region around a speaker’s mouth [4].
Therefore in VSR, it is most important to have a robust
visual front-end system which has the ability to track and
detect the speaker’s mouth region or region of interest
(ROI). If the visual front-end performs poorly then the er-
ror in tracking/registration of the speaker’s ROI will scat-
ter throughout the system and causes erroneous results
(as shown in Figure 1).

Having a very accurate visual front-end system is a
very difficult task due to many challenges including the
speaker’s pose, facial expressions, change of illumina-
tion, and presence of structural components (i.e beards,
moustaches and glasses of speakers) [19]. The choice of
visual front-end is dependent on the type of application
and the recording conditions of the captured video. A
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Figure 1: Depiction of the cascading front-end effect. If
the region of interest (ROI) is located poorly, then this
corrupt input will cascade throughout the system and will
cause additional visual speech recognition errors.

plethora of works has been conducted to develop visual
front-end systems such as template matching, feature in-
variant and appearance based approaches [19].

Yuille et al. [21] first applied template matching
methods for mouth and eye localisation using appearance
and shape models. In this approach, deformable tem-
plates of the eyes and labial contour is fitted to an in-
tensity model by calculating a cost function based on the
gray-scale intensity edges around the template’s bound-
aries. Unfortunately, this approach shows poor perfor-
mance due to the heuristic nature of the shape and inten-
sity models when applied across a large number of sub-
jects. Under feature invariant approaches, methods based
on edges [14], colour [16], as well as localised texture [7]
have been used to generate geometric lip models. How-
ever, these approaches are problematic in conditions of
poor illumination and speaker movement and require ex-
tremely precise localisation of lip features. In the VSR
literature, appearance based approaches have been widely
used in visual front-end systems [6, 18] due to them be-
ing well suited to many different objects (face, eyes, nose
etc.) under varied conditions due to their probabilistic na-
ture and have shown good performances compared with
other approaches.

Even though there are complex deformable face
alignment methods such as active appearance models
(AMM) [2], constrained local models (CLM) [15] and
so on, most VSR systems have been conducted using
ROI-based or coarse alignment techniques due to their
simplicity. The most common of these approaches is
the haar-like feature matching approach of the off-the-
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Figure 2: Block diagram of visual front-end system for VSR and the cascading of the front-end effect.

shelf Viola Jones (VJ) object detector (available in the
OpenCV image processing libraries [17]. Since the orig-
inal development of VJ object detectors, there have been
many advances in computer vision and image alignment
and it is therefore worthwhile to re-examine most recent
image alignment techniques in comparison with VJ ap-
proach. In this work we will be comparing a modern
image alignment technique based on the Fourier Lucas-
Kanade (FLK) method proposed by Lucey et al. [9] to
the coarse alignment approach of using typical VJ ob-
ject detectors. We will perform a variety of image fitting
and VSR experiments on both a clean dataset and a chal-
lenging automotive speech dataset to fully evaluate both
techniques.

2. Visual speech feature extraction
A typical VSR system consists of a visual-front, followed
by feature extraction and classification stages.

2.1. Visual front-end

In VSR, the most important stage is to reliably track and
detect the speaker’s ROI. The majority of these visible
articulators emanate from the region around a speaker’s
mouth. The success of the entire system depends on de-
signing a robust visual front-end which will be able to
locate and track the speaker’s face and facial features
across a variety of conditions (i.e. illumination and head
pose). If the visual front-end is not accurate, it will have
a detrimental effect on feature extraction and classifica-
tion stages. This error from the visual-front end will cas-
cade throughout the system and will cause error in visual
speech recognition. This effect is known as the front-end
effect, and can be formally written as,

ΨO = ΨD ×ΨC (1)

where ΨD is the probability that the ROI has been cor-
rectly located, ΨC is the decision probability given the
located ROI and ΨO is the overall probability that the
system recognizes the correct speech. An overview of
the visual-front-end process with the front-end effect is

depicted in Figure 2.

2.2. Visual speech feature extraction

Visual speech is best discriminated by the movements of
the visual articulators (i.e mouth, lips and jaw) [13]. Vi-
sual feature extraction seeks to find representations of the
given observations that provide discrimination between
the various speech units whilst providing invariance to ir-
relevant transforms within the same speech units.

Cascading appearance-based features, devised by
Potamianos et al. [13] have been established as the state
of the art for visual feature extraction as they contain in-
formation about the visible articulators such as tongue,
teeth, and the muscles around the jaw and can be com-
puted very quickly, lending themselves to real-time im-
plementation. Essentially, this process is broken into two
sections: static and dynamic feature extraction.

2.2.1. Static visual features

Typically, following ROI tracking from the visual front-
end, the ROI images are converted to gray-scale and
image-mean normalization is performed to help attenu-
ate any irrelevant information, such as illumination or
long-term variations in speaker appearance. Then a two-
dimensional, separable, DCT is applied to the mean-
removed image. The top m higher energy components
according to a zig-zag pattern from the top-left contain-
ing the most variability in the tracked ROI, are then used
as static features to represent the visual speech informa-
tion within each frame of the ROI.

2.2.2. Dynamic visual features

The best features for representing visual speech are gen-
erally focused on the movement of the features, rather
than the features within each frame [13]. One technique
which has shown good performance is the use of linear
discriminant analysis (LDA) to extract the relevant dy-
namic speech features from the ROI [12]. In order to in-
corporate dynamic speech information the static features
in multiple successive frames are concentrated before



speech-class based LDA is performed based on the force
alignment of acoustic models with the known transcrip-
tion. The transformation matrix is found from the con-
catenation of ±J frames surrounding the current frame.
Each input frame to the LDA step can be represented
as Equation 2 and the resulted feature vector is size of
(2J + 1)M.

OCt = [(Os
t−J)′, . . . , (Os

t )
′, . . . , (Os

t+J)′]′ (2)

The obtained static features can then be projected via an
inter-frame LDA stage, where the LDA transformation is
trained on acoustically-aligned subword units, to yield a
q dimensional dynamic visual feature vector.

3. Visual front-ends
3.1. Viola Jones

Initially, an efficient visual front end system which is able
to track and locate the speaker’s face and mouth ROI was
developed using the VJ algorithm [17]. Given the video
of a speaker, initially the system detects the face using
the face classifier. Once the face was located, we then
locate the eyes and based on these locations, the face was
normalised with respect to scale, rotation and translation
based on an inter-ocular distance of 40 pixels. We then
applied a mouth classifier and extracted a ROI to be used
in visual speech recognition. The extracted mouth region
mostly contains jaw and cheeks and it was down-sampled
to 40 × 40 pixels to keep the dimensionality low. The
location of 40×40 pixel mouth region is smoothed using
a mean filter. Following the ROI localisation, this process
was performed over consecutive frames. The previous
ROI location is used if the detected ROI is too far away
from previous frame.

3.2. Fourier Lucas-Kanade template update

Recently, Lucey et al. [9] proposed an extension to the
Lucas-Kande (LK) [8] algorithm for fitting a template
across multiple filter responses in the Fourier domain
which they referred as Fourier Lucas-Kanade (FLK). The
goal of the LK algorithm is to find the parametric warp p
that minimizes the sum of squared difference (SSD) be-
tween a template image T and a warped source image I .
This can be written as,

arg min
p
‖ I(p)− T (0) ‖2, (3)

where I(p) represents the warped input image using the
warp specified by the parameters p, while T (0) repre-
sents the un-warped template image. The FLK method
reformulates Equation 3 by solving:

arg min
p
‖ Î(p)− T̂ (0) ‖2S, (4)

where,

S =

M∑
i=1

(diag(ĝi))
T diag(ĝi), (5)

and Î(p), T̂ (0), ĝi are the 2D Fourier transforms of vec-
torized images I(p), T (0) and choice of filters gi respec-
tively. The Equation 4 can then be represented by a ma-
trix F which contains the Fourier basis vectors. This can
be seen in the following FLK objective function,

arg min
p
‖ I(p)− T (0) ‖2FTSF . (6)

The minimization of the Equation 6 is a non-linear opti-
mization task with respect to p. This can be linearised by
performing Taylor series,

arg min
∆p
‖ I(p) + J∆p− T (0) ‖2FTSF, (7)

where the Jacobain matrix of I(p) can be written as J =(
∂I(p)
∂p

T)
. The explicit solution for ∆p can be written as

∆p = H−1JTFTSF [T (0)− I(p)] , (8)

where the pseudo Hessian matrix is defined by

H = JTJ . (9)

However, the above formulation is problematic due to the
re-estimation of the Hessian matrix at each iteration.

3.2.1. Fourier inverse compositional algorithm

The main point in this algorithm is linearized T (∆p)
rather than I(p + ∆p) results in the following linearized
objective function [1] ,

arg min
∆p
‖ I(p)− T (0)− Jflk(ic)∆p ‖2FTSF . (10)

Since Jflk(ic) = ∂T (0)
∂p depends only on the tem-

plate image, Jflk(ic) remains constant across all itera-
tions. In addition to Jic, the pseudo-Hessian Hflk(ic) =
JT
flk(ic)F

TSFJflk(ic) also remains static for all itera-
tions. The solution to the Equation 10 can be written as

∆p = H−1
flk(ic)J

T
flk(ic)F

TSF [I(p)− T (0)] . (11)

The current warp parameters are iteratively updated us-
ing1 p← p ◦∆p−1.

We implemented the FLK inverse compositional tem-
plate tracking method to find the best match to the tem-
plate mouth region in every subsequent frame in the given
video. The template is updated in every frame and by
manually inspecting the extracted ROI, if it is too far from

1The operation ◦ represents the composition of two warps
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Figure 3: Visual examples from (a) CUAVE database and
(b) AVICAR database

the actual mouth region we manually re-initialise the cur-
rent template. In our experiments, we realized that on
CUAVE database, this manual update needed to be per-
formed in every 400 frames, while for AVICAR database,
it was every 100 frames. We defined the weighting ma-
trix S in Equation 5 using a bank of Gabor filters with 9
scales times 8 orientations [3].

4. Experimental setup
4.1. The databases

4.1.1. The CUAVE database

The CUAVE database [11] is a publicly available audio-
visual database which contains speakers talking in frontal
and non-frontal poses. This database consists of two sec-
tions, with the first being the individual and the second
being the group section. The individual section of the
CUAVE database consists of 36 speakers (19 male and 17
female speakers). All the recorded speech is in English
with 29.97 frames per second and resolution of 720×480
pixels. The database is captured in a clean environment.

We selected frontal pose of 31 subjects for the exper-
iments where, each speaker spoke 50 digits whilst stand-
ing still naturally. Some examples from the individual
section for the frontal pose is given in Figure 3 (a).

4.1.2. The AVICAR database

The AVICAR database is a publicly available in-car
speech corpus containing multi-channel audio and video
recordings [5]. It consists of audio and video record-
ing of 100 speakers (50 male and 50 female). Most of
the speakers are American English speakers, with the
remainder of speakers from Latin America, Europe and
East or South Asia. The database is recorded across five
distinct recording conditions in English, as shown in Ta-
ble 1. The audio-visual speech was captured using an
array of 8 microphones on the passenger’s sun-visor and
a 4-camera array positioned on the dash, with each cam-
era aimed towards the passenger to capture the different
views of the face. The video streams are combined using

Noise Description
35U Car travelling at 35mph and windows closed
35D Car travelling at 35mph and windows open
55U Car travelling at 55mph and windows closed
55D Car travelling at 55mph and windows open
IDL Car stopped and engine idling

Table 1: Noise Conditions in the AVICAR database
a multiplexer in order to be stored in a single file for each
utterance with 29.97 frames per second and each camera
having an individual resolution of 360×240 pixels.

We selected 31 subjects from the phone numbers por-
tion of the AVICAR database according to the protocol
developed by Navrathna et al [10]. This portion consisted
of two sessions of a 10 digit utterances for each speaker
and noise condition. The phone number digit sequences
were identical across all subjects with all digits used for
each 10 digit phone number. Subjects were instructed to
pronounce the digit 0 as ‘zero’ in session 1 and ‘oh’ in
session 2. We used data which was captured from left-
top camera. Visual examples are shown in Figure 3 (b).

4.2. Visual speech recognition

Following the tracking of the mouth ROI, the visual fea-
tures were extracted using the dynamic visual speech fea-
ture extraction process described earlier. Image mean
normalization was performed to remove any irrelevant
information, such as illumination or speaker variances.
Then a 2D-DCT was applied to the mean-removed image
and the top M = 100 higher-energy components were se-
lected in zig-zag pattern to capture the static visual speech
information.

In order to incorporate dynamic speech information,
seven of these neighbouring static feature vectors over
±3 adjacent frames were concatenated, and were pro-
jected via an inter-frame LDA step to yield a Q = 50
dimensional ‘dynamic’ visual feature vector. The classes
used for LDA matrix calculation were HMM states, based
on forced alignment of a separately-trained audio-only
HMM. For each word in the database, A separate word-
based visual HMM was trained with different number of
states and mixtures and the best HMM was selected for
test. All speech recognition results quoted in this paper
are HTK-style [20] word accuracies (%).

5. Experiments and results
5.1. Tracking performance

In order to measure the performance of the VJ and
FLK tracking approaches, portions of the CUAVE
and AVICAR databases were manually annotated with
ground-truth face location. Errors in tracking were cal-
culated as the root mean square (RMS) of the difference
between the location of the tracking and ground truth.
Initially, images of the first subject in CUAVE dataset are
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Figure 4: FLK mouth detection degradation based on
RMS of point location errors over time
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Figure 5: Proportion of images that have RMS of point
location errors of mouth region less than specified values

passed to both VJ and FLK mouth detection procedure to
see how well they fit compared to ground-truth annota-
tions, with the result shown in Figure 4.

As Figure 4 shows, the FLK approach starts tracking
the mouth region with higher accuracy than VJ. However,
as it continues, it reaches the mean RMS error of VJ at
around the 400th frame and continues to degrade. This
suggests that the template image needs to be updated reg-
ularly to avoid failing. Therefore, FLK approach needs
manual inspection of the extracted images so that if there
was a corruption in extracted mouth region, the template
image becomes manually updated to avoid subsequent
failures. This semi-automatic FLK approach is used in
the following experiments.

In order to evaluate the semi-automatic FLK, 600
frames of CUAVE database are used, with the first 100
images of videos of the first 6 subjects annotated manu-
ally to provide the coordinates of 4 corners of their mouth
region. Figure 5 shows the proportion of the images that
reside below the specified RMS errors with the two ap-
proaches.

Figure 5 shows that FLK approach has clearly pro-
vides better performance in fitting the ground truth. Par-
ticularly, we can see that all of the extracted mouth im-
ages using FLK approach are fitted with the actual mouth
regions at the cost of 14.3 RMS of point location errors
respectively. Whereas in case of VJ approach, this is
achieved at the value of 20 for RMS of point location
errors. In addition, half of the extracted mouth images
using FLK approach could be fitted with ground truth at
RMS value of less than 8. However, only less than 10% of

VSR accuracy(%)
VJ FLK

AVICAR 46.73 49.22
CUAVE 59.30 59.07

Table 2: VSR accuracy of FLK based vs VJ based front-
end on AVICAR and CUAVE databases

VSR accuracy(%)
35D 35U 55D 55U IDL

VJ 47.98 49.56 42.37 49.25 49.61
FLK 50.57 50.81 45.60 50.00 53.65

Table 3: Word recognition accuracy of FLK-based vs VJ
based front-end on AVICAR database organized into dif-
ferent noise conditions

the VJ extracted face images could be fitted at this RMS
value. All in all, this figure shows that ROI extraction of
FLK approach is more precise than VJ in fitting applica-
tion.

5.2. VSR performance

In this experiment, we compare FLK-based mouth detec-
tion with VJ approach in terms of VSR accuracy. In order
to do that, different visual HMMs are trained with differ-
ent number of states and mixtures for both approaches.
For CUAVE database, videos of 25 subjects were used
for training and videos of the remaining 6 subjects are
used for testing. For AVICAR, 70% of the video data
were used for training and the remaining 30% were used
for testing.

Table 2 presents the best VSR accuracy achieved
by the two approaches on the AVICAR and CUAVE
databases. As can be seen, the FLK approach outper-
formed VJ on the AVICAR database with 5.3% relative
improvement in VSR accuracy. However, these two ap-
proaches had very similar performance on the CUAVE
database.

Table 3 shows the accuracy of the best visual HMM
using the two approaches achieved on AVICAR test data
organized into the different noise conditions. In all of
the 5 noise conditions, FLK-based VSR has a better per-
formance than VJ approach. FLK approach is designed
for tracking purposes, as it tries to find the ROI based
on the previous frame, while VJ detects the ROI in each
frame independently. This gives FLK approach the ad-
vantage of being more accurate in situations where image
pose changes during the recording. This could be the rea-
son why Table2 shows that in controlled recording condi-
tions such as the one for CUVAE frontal videos, the accu-
racy of VJ and FLK approaches does not differ too much.
However, in situations where there are pose changes and
illumination changes, like for AVICAR database, FLK
approach has a better performance.



6. Conclusion
According to the experiments, we can conclude that the
FLK approach for tracking mouth region has the potential
to improve upon the VJ approach for VSR applications.
However, one of the disadvantages of FLK approach is
that the first frame of each video needs to be annotated
manually to create the template image for tracking. In ad-
dition, after a number of frames, the template may need
to be updated, as the detected ROI may be erroneously
extracted and may cause errors in finding the ROI in sub-
sequent frames. However, as it is designed for tracking
purposes, it has better tracking performance in situations
where there are pose changes and illumination changes.
Future work will focus on looking at allowing the FLK
tracking to be automatically initialised and improving the
ability of FLK to recover from bad tracking without caus-
ing subsequent frames to continue to worsen.
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