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Abstract 

Infants and adults are able to match auditory and visual speech 

but the cues on which they rely may differ. Here we provide an 

initial assessment of the relative contribution of temporal- and 

phonetic cues available in the AV signal.  Adults (N=52) and 

infants (N=18) matched 2 trisyllabic speech sounds, either 

natural speech or SWS, with visual speech information. Adults 

saw two articulating faces and matched a sound to one of these, 

while infants were presented with the same stimuli in a 

preferential looking paradigm. Adults’ performance was almost 

flawless with natural speech, but was significantly less accurate 

with SWS. In contrast, infants matched the sound to the 

articulating face, irrespective of whether it was natural speech or 

SWS. We propose that infants matched the AV signal based on 

temporal cues whereas adults relied more heavily on phonetic 

cues. This is in line with the idea that lipreading improves with 

age. 

  

Index Terms: Phonetic correspondence, temporal 

correspondence, audiovisual speech, sine-wave speech 

1. Introduction 

Adults and infants integrate auditory and visual speech into one 

event [e.g., 1, 2-7], but they may rely on different cues, viz. 

temporal versus phonetic..  

Audiovisual (hence, AV) temporal cues are derived from 

bimodal characteristics such as speech rate and AV onset of 

syllables. Both adults and infants are sensitive to these temporal 

dynamics as they are able to detect AV asynchrony, [e.g., 8, 9-

11].  

AV phonetic cues can be derived from the phonetic content 

in sound and vision. For instance, a listener recognizes that a 

bilabial closure may correspond to /m/ but not to /s/). Although 

infants are sensitive to phonetic information in the (AV) speech 

signal [3, 4, 12-15], the ability to extract phonetic content from 

visual speech increases with age and develops well beyond 

puberty [6, 16-22]. 

Adult AV speech integration is achieved at multiple levels 

[23], which has recently been corroborated by studies using sine-

wave speech [24, 25]. In sine-wave speech [i.e., SWS, see 26], 

the natural richness of the speech signal is reduced to a few 

sinusoids that track the center-frequencies of the lowest formants 

(usually F1, F2 and F3). Critically, the temporal dynamics of the 

natural speech signal are retained but listeners do usually not 

perceive SWS as speech without explicit instruction [e.g., 26]. 

Perception of auditory and visual temporal order, though, is 

independent of whether SWS is heard as speech or not [25] 

whereas visual speech induced phonetic biases in auditory 

speech identification only occur when listeners  hear the phonetic 

content in the SWS sounds [24, 25, 27, 28].  

When presented with two simultaneous videos of a speaker 

talking, infants prefer to look at the speaker whose visual speech 

matches a speech sound they are hearing [e.g., 1, 2, 29]. 

Although this can be taken as evidence that infants can 

extract and use AV phonetic correspondence from the signal, 

phonetic information is not always needed in both signals for 

infants to detect AV correspondence. For example, infants can 

separate a target auditory speech passage from a distracting one 

based on a non-speech visual signal synchronized with the 

auditory speech input [i.e., an oscilloscope pattern, 30].  

Here, we compared infants’ and adults’ detection of AV 

speech correspondence based on temporal and phonetic cues. We 

used two trilsyllabic AV pseudo-words, in which the sound was 

either natural speech or SWS. The rationale was that both natural 

speech and SWS contain temporal cues whereas phonetic cues 

are most prominently available in natural speech. This would 

imply that AV correspondence detection can be based on both 

crossmodal cues in natural speech, whereas AV correspondence 

detection for SWS is mainly driven by temporal coincidence.  

Adults were tested with a forced choice matching task (i.e., 

which of the two faces matches the audio?) and were presented 

with either natural speech or SWS.  For the infants we used a 

preferential looking procedure.  

We hypothesized that adults would perform worse with SWS 

than with natural speech because only the latter contains for 

adults beneficial phonetic cues. For infants, we hypothesized 

that, if the ability to extract phonetic content from the AV signal 

indeed develops over time, the difference between AV 

correspondence detection for natural speech versus SWS would 

be smaller than in adults. 

2. Methods 

2.1. Participants 

2.1.1 Adults 

52 undergraduate students (Mean age = 19.5 years) from the 

University of Connecticut participated in return for course 

credits after giving their written informed consent. Participants 

were assigned to either the natural speech- (NS) or the SWS 

group (N = 26, 13 females in both groups).   

2.1.2 Infants 
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18 infants in between 8 and 12 months of age participated and 

were randomly assigned to either the natural speech (NS) group 

or the SWS group (N = 9 in both groups).   

2.2. Stimuli 

Stimulus creation began with recording a female native speaker 

of Dutch (with a video-camera) pronouncing two three-syllable 

CV-strings that made up the pseudo-words ‘kalisu’ and ‘mufapi’ 

The audio was extracted, cut-off at onset and background noise 

was removed with the Adobe Audition 3.0 software. Duration of 

the sounds was 1028 msec for ‘kalisu’ and 1029 msec for 

‘mufapi’. Both speech signals were converted into three-tone 

SWS stimuli (replacing F1, F2 and F3 by sine-waves) by a script 

from C. Darwin 

(http://www.biols.susx.ac.uk/home/Chris_Darwin/Praatscripts/S

WS) run in Praat, a speech analysis/synthesis software [31].  

The videos showed the speaker’s face against a dark 

background and were converted into bitmap sequences, which 

were matched on total duration (46 frames ~1535 msec) and 

auditory onset of the first syllable. There were two inter-stimulus 

differences in terms of timing: the onset of the second syllable in 

‘kalisu’ (i.e., /li/) lagged the onset of /fa/ in ‘mufapi’ with 16 

msec whereas the onset of the third syllable in ‘kalisu’ (/su/) was 

229 msec earlier than the onset of /pi/ in ‘mufapi’. These internal 

timing differences were introduced to serve as a temporal cue to 

the mismatch between the sound and the incorrect video, given 

that it was larger than the adult temporal window of integration 

[e.g., 10, 11, 32]. 

2.3. Procedure and design; Adults 

Participants were seated in a sound-attenuated and dimly lit 

booth in front of a 19 -inch monitor. A keyboard was used for 

data acquisition and sounds were delivered through regular 

computer speakers centered beneath the screen. During a trial, 

the two videos were presented simultaneously, one on the left 

side, the other on the right, while a naturally timed sound 

(natural speech in the NS group and SWS in the SWS group) that 

matched one of the two videos was delivered. Counterbalancing 

of sound identity (‘kalisu’ or ‘mufapi’) and the side of the 

matching video (left or right) yielded 4 different conditions, all 

repeated 12 times (48 trials in total) in random order. After each 

trial, participants were asked to indicate whether the sound 

matched the left or right video by pressing a corresponding key. 

Importantly, the experimental instruction made no reference to 

the fact that SWS sounds were derived from speech.    

2.4. Procedure and design; Infants 

Infants sat on a caregiver’s lap in a dimly lit testing booth at 

approximately 100 cm in front of two 19-inch computer 

monitors used for stimulus presentation. These monitors were 

placed 5 cm apart in a 170◦-angle. Caregivers were instructed not 

to speak and to refrain from moving as much as possible during 

the experiment. The experiment was run from a laptop (Dell 

Latitude E4310) that controlled the two monitors. The videos 

were 17(H) x 14(W) cm in size and spacing between the centers 

of the left- versus right articulating mouths was 65 cm. A third 

monitor (placed behind the two screens that presented the 

stimuli) displayed an initial fixation stimulus and was controlled 

by a PC. Speech sounds were delivered through a regular PC 

speaker that was placed behind the screens and a second speaker 

delivered sounds during fixation. Infants’ looking behavior was 

recorded by a digital video camera (Canon FS300) that was 

centered between the front screens (see Figure 1).  

The experiment was ~2 min in duration and consisted of 

three phases: a fixation phase, a visual-only familiarization phase 

to acquaint them with the display, and an audiovisual preferential 

looking procedure. Sound identity (‘kalisu’ or ‘mufapi’), location 

of visual familiarization start (left or right screen), speech type 

(natural speech or SWS), and location of the matching video 

during testing (left or right) were counterbalanced across 

participants.  

 

 

 

 

 

 

 

 

 

 

Figure 1: Overview of the experimental set-up for infants. 

The left- and right screen presented stimuli and were placed in 

front of the middle screen that was used to direct gaze towards 

midline (fixation). Looking behavior was recorded with a 

camera (c) and speakers 1 and 2 presented sound during fixation 

and stimulus presentation respectively.  

2.5.1 Fixation 

Color-alternating videos of geometrical shapes were presented in 

combination with an attractive sound (i.e. a squeeze-toy sound, a 

bicycle bell or a toy-car honk) until a live feed from the camera 

confirmed that infants’ attention was directed towards midline.  

2.5.2 Familiarization 

Infants were familiarized with the dual-screen procedure by 

being exposed to one (silent) video (‘kalisu’ or ‘mufapi’) on 

either the left or the right screen a total of three times (ISI = 500 

msec), while the other screen was black. Next, the other video 

was displayed on the opposite side following the same 

procedure. Finally, three repetitions of both videos were 

delivered simultaneously on both screens followed by a 1750 

msec period in which both screens were black.  

2.5.3 Preferential looking 

Both videos were presented simultaneously 36 times (i.e. 36 

trials, ITI = 500 ms) in the same locations as during 

familiarization, while a naturally-timed sound was played 

(natural speech or SWS) that matched one of the two videos.  

3. Results 

3.1. Adults 

For each adult, the proportion of ‘correct’-responses (i.e., the 

selected video corresponded with the sound) was averaged 

across all 48 trials. As can be seen in Figure 1, participants in the 

natural speech group reached ceiling after ~4 trials (mean 

proportion of correct responses was .96) while participants in the 

SWS group performed significantly worse (mean proportion 
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correct-responses was .71, t[50] = 6.07, p < .001) with little 

improvement in the second half of trials.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The proportion of correct responses for adults in 

the natural speech and SWS groups averaged across bins of 4 

trials. The error bars represent one standard error of the mean. 

 

These results indicate that adults were well able to match 

natural speech sounds to corresponding articulating faces and 

were better able to do so than adults who heard SWS.  

3.2. Infants 

The camera footage obtained during the experiment was stored 

for off-line analysis. Frame by frame inspection of all footage 

was done by two observers (MB and KS). Reliability of the 

coding was assessed by computing inter-observer Spearman’s 

rank order correlations for the time spent looking at the matching 

screen, the non-matching screen and time spent not looking at 

the screens (all p-values < .001).  

Infants’ looking behavior was averaged across speech sound 

identity, starting-location of the visual familiarization phase, and 

location of the screen that matched the audio (Left vs. Right) by 

computing proportions of time spent looking at the screen that 

matched – and did not match – the audio, as well as the 

proportion of time infants did not look at the screens (i.e., 

‘Other’). These data are depicted in Table 1. A 2 (Gaze direction; 

Matching- versus Non-matching screen) * 2 (Speech type; 

Natural speech versus SWS) ANOVA that showed a main effect 

of Gaze direction as the proportion of looking at the screen that 

matched the audio was significantly higher than the proportion of 

time spent looking at the screen that did not match the audio 

(F[1,16] = 12.97, p < .003). There was no interaction between 

Gaze direction and Speech type (F < 1) and no main effect of 

Speech type (F[1,16] = 2.07, p = .17).  

 

Speech type Proportions of looking times   

 Matching  Non-matching  Other PLM 

Natural  .55 .26 .19 .68 

SWS .62 .27 .11 .69 

Table 1: Infants’ proportions of looking times at the 

matching- and non-matching screen and the proportion of time 

infants were not looking at the Screens (Other). The final column 

displays the PLM values that were calculated by dividing the 

proportion ‘match’ by the total proportion of looking to the two 

screens. 

 

Next, we conducted PLM-values (Proportion of looking at 

the screen that matched the audio / Total proportion of looking at 

the screens) and compared these values against 50% chance-

level. The PLM values of .68 and .69 for the infants that heard 

natural speech versus SWS, respectively, were significantly 

higher than chance (p-values < .043). 

4. Discussion 

Observers may use a combination of temporal and phonetic cues 

to integrate AV speech.   

For adults, performance improved drastically when sounds 

were natural speech rather than SWS, most likely because the 

AV phonetic cues in natural speech signal were beneficial for 

correspondence detection.  

In contrast, infants did not seem to benefit from phonetic 

cues when detecting the AV correspondence. Instead, they 

presumably only relied on the AV temporal correlation between 

the sound and the matching video, as the AV asynchrony 

between the sound and the non-matching video was likely to be 

too small to be detected [e.g., 9, 33].  

It is demonstrated that, the infant auditory system is sensitive 

to 25 msec temporal modulations [34], which correspond to the 

temporal detail needed to extract segmental information from the 

speech signal [35]. More specifically, when comparing 12 msec 

modulations with 25 msec modulations, Telkemeyer and 

colleagues [34] reported enhanced brain activity for the latter in 

neonates’ bilateral inferior and posterior temporal brain regions, 

as well as the in the right temporoparietal region, a brain area 

demonstrated to be sensitive to auditory sequences with temporal 

structure similar to speech syllables [36].  

We therefore assume that infants were able to detect the 

temporal auditory structure in the stimuli in detail, and we 

propose that their AV matching was guided by the cross-modal 

temporal correlation. This inference seems plausible for 2 

additional reasons: 1) infants cannot match a static artificial 

three-tone complex onto visual speech [37] whereas, as 

demonstrated here, infants can match three-tone complexes that 

share the temporal relationship that exists between natural 

speech with visual speech, and 2) the ability to extract phonetic 

information from the lipread signal appears increases over 

developmental time [6, 16-21]. For instance, the visual bias on 

sound identification in children is reported to be less than 10%, 

up to 57%, of the visual bias in adults [16-18, 38].  

This does not imply that infants are not sensitive to phonetic 

information. In fact, it has been demonstrated that infants do 

integrate auditory and visual speech on a phonetic level [e.g., 4], 

although this process is not mandatory for infants [22] and may 

be distinct from mere correspondence detection. Given the 

above, we would like to propose that infants mainly rely on the 

temporal cues in the signal when detecting  AV correspondence, 

whereas adults clearly benefitted from additional phonetic cues. 

 However, the infant data presented here is based on a rather 

small sample so any definitive conclusions are not yet in order. 

Moreover, a systematic degradation of the speech signal in time 

and phonetic detail is needed to chart the developmental trend 

underlying the relative contributions of these cues for speech 

perception in more detail. 
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