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Abstract
Visual Voice Activity Detection (VVAD) refers to the de-
tection of speech from a video sequence by means of
visual cues. VVAD provides a useful addition to audi-
tory voice activity detection, in particular in cases in-
volving multiple speakers or background noise. This
paper focusses explicitly on the measurement of facial
movements at different speeds to determine which rates
of movement contribute to VVAD. Facial movements in
video sequences of talking faces are measured using a
spatiotemporal Gabor transform. VVAD performances
based on these measurements are determined for differ-
ent speeds and compared to simple frame-differencing. In
addition, performances are assessed for the entire frame,
the head region, and the mouth region. The results ob-
tained reveal an elevated VVAD performance for large
speeds as compared to low speeds. In addition, frame
differencing performs at a level comparable to that of the
spatiotemporal Gabor method at the optimal speeds.
Index Terms:visual active speech, frame differencing,
Gabor transform, spatiotemporal Gabor transform

1. Introduction
Human speech comprises two modalities: the auditory
modality and the visual modality. Although auditory cues
are dominant, visual cues such as, lip, jaw, head, and eye-
brow movements, provide useful additional information
to support speech detection.

Automatic Voice Activity Detection (VAD) benefits
greatly from visual cues, especially in case of multiple
speakers or background noise. It has been found that
mouth movements typically precede the vocal signal [1].
Exploiting the visual cue of mouth movement can help
VAD to accurately determine the onset of speech. Visual-
cue enhanced VAD could, for instance, facilitate the tag-
ging of speakers in automatic conference recording ap-
plications.

Visual Voice Activity Detection (VVAD) refers to
detection methods that focus solely on visual cues for
speech detection. Previously proposed VVAD methods
mostly relied on lip tracking [2, 3, 4]. Aubrey et al.
present and compare two VVAD methods [2], viz., a
method based on Active Appearance Model (AAM) pa-
rameters pertaining to the lip region, and a method that

applies a retinal filter to the lip region. Sodoyer et al. [3]
propose a VVAD system that focusses on silences. They
use a dynamical parameter derived from the relationship
between the inner lip width and height to distinguish be-
tween silence and non-silence. The width and height of
the tracked lips are also used in the work of Liu et al.
[4] to construct a VVAD. Combined with an appearance
feature extracted a the center of the mouth they gener-
ate a series of static and dynamic features per frame and
use AdaBoost to determine the most informative ones for
classification of voice activity.

All these VVADs recognize the importance of mo-
tion, since they all incorporate dynamic features. How-
ever, in their approaches movements are implicitly cap-
tured in the extracted features at the location of the lips.
Our objective is to focus explicitly on all facial move-
ments associated with human speech. More specifically,
we address the question: How much do different speeds
of facial movement contribute to VVAD performance? In
addition, since movement during speech in not limited to
the mouth region, we will answer this question for three
different scales of analysis, i.e., the entire video frame,
the head region, and the mouth region.

We assess the VVAD performances as a function of
different movement rates by using Spatiotemporal Gabor
Filters (SGF) [5] which can be constructed to respond
maximally to moving contours at a specific speed and di-
rection of movement.

The performances of our SGF-based VVAD will be
compared to straightforward Frame Differencing (FD)
[6]. FD is pixel-based and measures movement by
means of pixel-wise intensity changes, whereas SGF
measures movement by means of biologically-informed
filters. Figure 1 shows two original frames, a non-speech
and a speech frame and their corresponding SGF and
FDM applied outputs.

The outline of the remainder of the paper is as fol-
lows. In section 2 we describe our methods for VVAD
based on Spatiotemporal Gabor filters and Frame Dif-
ferencing. Section 3 describes our experimental setup,
where we address our dataset and the settings we used
to compute our features and to do the classification. We
present our results in section 4 and we conclude our paper
with a discussion and conclusion of the results in sections
5 and 6 respectively.
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Figure 1: Comparison between a no-speech (a-c) and a speech (d-f) frame. The columns represent, from left to right: (a)
and (d) original frame, (b) and (e) FDM output, and (c) and (f) SGF output where the prefered speed and direction are
four pixels upwards, respectively. Activation ranges from dark blue (low) to red (high). Colormaps have been scaled to
map uniform regions with low activation to white pixels.

2. Visual Voice Activity Detection Method

Spatiotemporal Gabor Filters (SGFs) were developed by
Petkov and Subramanian [5] and are biologically in-
formed in that they are based on the functional proper-
ties of cells in the primary visual cortex. These cells
have a sharp tuning to motion with a certain speed and
direction. SGFs extend traditional 2D Gabor filters [7]
with the temporal dimension. 2D Gabor filters respond
to oriented spatial frequencies. SGFs respond to moving
oriented spatial frequencies. The outputs (energies) of
the SGFs are aggregated to yield features for our VVAD
method. We aggregate all filter responses corresponding
to a single speed and orientation by summing them. As a
reference to the performance of the SGFs VVAD method
we compare them to aggregated output of a straightfor-
ward Frame Differencing Method [?].

To obtain a VVAD method, the SGFs and FDM are
combined with a Support Vector Machine (SVM) that
takes the aggregate SGF and FDM features as input.
Classification is done on a per frame basis.

3. Experimental method

Our dataset consists of video sequences of participants in
a surprise-elicitation experiment. In the experiment, par-
ticipants were instructed to read aloud a word displayed
on a computer screen [8]. Participants pronouncing the

Dutch word for liver1 In the dataset, the “liver” fragments
plus any additional utterances are positive instances (i.e.,
speech) and the rest of the fragments serve as negative in-
stances (no speech). The speech fragments were labeled
using a VAD based solely on the audio signal. Each frag-
ment has a length of approximately four seconds (i.e. 120
frames).

For the SGF VVAD method, individual frames are
convolved with filters that operate on 23 speeds and on
8 orientations, resulting in 8 feature values per frame for
each evaluated speed. A similar approach is taken for the
FDM based VVAD method, however, besides summing
the pixel values we also store the mean and the standard
deviation of the differenced frame’s pixel values, result-
ing in a 3-dimensional feature vector per frame. All fea-
tures were normalized to z-scores.

To assess the performance of the VVADs at the head
and mouth regions, we rely on an automatic face detector
to label the frames with the head location. For the mouth
region we use the lower half of the rectangle including the
face. Since the face detector was unable to sufficiently
determine the head locations in five fragments, we ex-
cluded those for evaluation of the head and mouth region

1For the purpose of the original experiment, the word was pro-
nounced in two conditions: a neutral condition and a surprise-eliciting
condition. In the present study we ignore both conditions and treat them
equally as speech.



VVADs. Therefore the ratio of speech and non-speech
fragments for the entire frame experiment is 633 to 3260
respectively, and 582 to 2987 respectively, for the head
and mouth region experiments.

In the spatiotemporal Gabor transform, we tested
filters sensitive to 23 different speeds where v =
{0.1, 0.5, 0, 75, . . . , 4, 5, . . . , 10} and 8 directions where
d = 0 to 315 degrees in steps of 45 degrees.

The VVAD performances of the SGFs at each speed
as well as the FDM based features were evaluated using a
radial basis Support Vector Machine. Finding the SVM’s
optimal kernel parameters of C and γ which yield the
highest accuracy, was done using a grid search. At each
stage in the parameter grid search the resulting SVM was
evaluated using a leave-one-subject-out cross validation
scheme, i.e., an SVM was trained on all but on subjects
and then tested using the left out subject. The methods
were evaluated using the F-score, precision and recall.
Performance scores were averaged over each fold.

4. Results
Figure 2 shows the performance scores of the SGFs based
VVAD at the 23 evaluated speeds and at three areas.
The plots show that the performance increases at higher
speeds for all three areas. The mouth area yields the over-
all best performances when compared to the other areas,
except at speed 0.75 pixels per frame. There we see an
increase in performance for the performance of the total
frame and head region, whereas the performance for the
mouth region slightly drops. The performance measures
We listed the speed that yielded the highest F-score at
each area in table 1 and compared those to the F-scores
of the FDM based VVAD. Frame Differencing performs
slightly better than the Spatiotemporal Gabor filters at
their optimal speed, except for the head area.

Table 1: Optimal speed and associated f-score of SGFs
for VVAD obtained with SVM training compared to SVM
f-score of FD. Speed is in pixels per frame.

SGF FD
Speed F-score F-score

Total frame 4 60.6 64.3
Head 8 66.8 66.2
Mouth 3.25 67.1 71.5

5. Discussion
The FDM based VVAD performance generally outper-
forms the single speed SGFs based VVAD. SGF tend to
smooth the image, which makes them more sensitive to
contour changes over time, however this also makes them
more sensitive to noise. In this study paper we tried to
determine the optimal speed at which visual voice activ-
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Figure 2: Performance scores of the SGFs based VVAD
evaluated at 23 different speeds (x-axis) for (a) the total
frame, (b) the head region, and (c) the mouth region.

ity could be detected. Speech, however, typically occurs
over multiple consecutive frames. The performance of
our SGFs based VVAD would presumably increase if it
would take this temporal information into account, e.g.,
by using a sliding window approach to classify individual
frames.

6. Conclusion
Speeds of over two pixels per frame appear to be relevant
for VVAD. As expected, the VVAD methods applied to



the mouth region yields the highest performance results.
However, applied to the total frame and head region the
performances do not differ greatly. Future research on
our SGFs based VVAD must determine if combining fea-
tures at different speeds and areas results in a higher per-
formance over the FDM based VVAD. To examine this,
we will also apply our methods to a dataset that is better
suited for VVAD performance comparison.
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